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Figure 1. We propose hash featurized manifold representation for high-fidelity cross-scale neural rendering of real-world large-scale scenes.
Compared to the recent advances [5, 16, 39], our method synthesizes novel views with unprecedented levels of realism. Please zoom in to
see the high-quality details.

Abstract

We propose XScale-NVS for high-fidelity cross-scale
novel view synthesis of real-world large-scale scenes. Ex-
isting representations based on explicit surface suffer from
discretization resolution or UV distortion, while implicit
volumetric representations lack scalability for large scenes
due to the dispersed weight distribution and surface ambi-
guity. In light of the above challenges, we introduce hash
featurized manifold, a novel hash-based featurization cou-
pled with a deferred neural rendering framework. This ap-
proach fully unlocks the expressivity of the representation
by explicitly concentrating the hash entries on the 2D man-
ifold, thus effectively representing highly detailed contents
independent of the discretization resolution. We also in-
troduce a novel dataset, namely GigaNVS, to benchmark
cross-scale, high-resolution novel view synthesis of real-
world large-scale scenes. Our method significantly outper-
forms competing baselines on various real-world scenes,
yielding an average LPIPS that is ∼ 40% lower than prior
state-of-the-art on the challenging GigaNVS benchmark.
Please see our project page at: xscalenvs.github.io.

†Lu Fang (fanglu@tsinghua.edu.cn, luvision.net) and Ruqi Huang
(ruqihuang@sz.tsinghua.edu.cn, rqhuang88.github.io) are the correspond-
ing authors.

1. Introduction

Neural rendering has attracted significant amount of re-
search interests and influenced down-stream applications
including virtual reality, visual effects, robotic simulation,
to name a few. Among the recent advances, a notable trend
focuses on free-view rendering of real-world large-scale
scenes [13, 23, 29, 35, 37, 39]. While these approaches
excel at recovering macro-scale structures from images cap-
tured at a distance, they often struggle to simultaneously de-
liver micro-scale details, leading to a discrepancy that hin-
ders comprehensive visual perception of the real world (See
Fig. 1). This limitation necessitates a novel scene represen-
tation tailored for high-fidelity cross-scale novel view syn-
thesis (NVS) of real-world large-scale scenes. In particular,
we identify and address two critical challenges towards this
goal as follows.

First of all, reconstructing real-world large-scale scenes
in high quality requires to collect images from both dis-
tant and close-up views. However, current real-world NVS
benchmarks [4, 6, 17, 33, 51] are limited to a single macro-
scale setup that neglects close-up imagery for local details
and focus primarily on small-scale scenes. To this end,
we introduce GigaNVS dataset to benchmark cross-scale,
high-resolution NVS of real-world large-scale scenes. The
dataset contains seven scenes covering an average area of
1.4 × 106m2, each of which is captured using a combi-

ar
X

iv
:2

40
3.

19
51

7v
1 

 [
cs

.C
V

] 
 2

8 
M

ar
 2

02
4

https://xscalenvs.github.io/
http://www.luvision.net/
https://rqhuang88.github.io/


nation of aerial and ground photography, yielding a col-
lection of 1,600 ∼ 18,000 high-quality 5K/8K multi-view
images per scene with unstructured scale variations. Re-
markably, our dataset captures millimeter-level details from
scenes with square-kilometer-level areas, enabling an effec-
tive texture resolution of 30 billion during the reconstruc-
tion. Therefore, the proposed GigaNVS benchmark simul-
taneously characterizes gigantic scene scale and unparal-
leled richness of real-world contents by providing cross-
scale, high-resolution, and real-captured data.

Secondly, there lacks a suitable representation simul-
taneously possessing global robustness and local expres-
sivity. Formulations that favor the former typically rely
on an imperfect surface proxy reconstructed from multi-
view stereo (MVS) [10, 15, 32, 46], and then featurize the
proxy on either the parametrized 2D UV map [23, 36, 39]
or the 3D surface [2, 16, 18, 27, 31, 45, 53]. While be-
ing global-structure-aware, such representations typically
struggle to represent the local intricate details. For instance,
as shown in Fig. 1 (a), UV-based featurizations [23, 36, 39]
suffer from the inherent distortion of surface parametriza-
tion [8, 14, 28], which severely degrades the rendering
quality. Meanwhile, representations based on more global
3D discretization, such as point cloud [2, 18, 27, 31, 53],
mesh [45], or Gaussians [16], all suffer from limited fea-
turemetric resolutions, i.e., the resolutions of the local spa-
tial features, which depend on the respective discretization
resolution. As shown in Fig. 1 (b), such feature allocation
mode can not fully describe the micro details presented in
real-world large-scale scenes.

On the other end of the spectrum, state-of-the-art im-
plicit volumetric representations [5, 21, 25, 30, 42] offer
the potential to express arbitrarily high spatial resolutions
with multi-resolution hash encoding [25], enabling more
effective and efficient neural field reconstruction. Similar
to earlier neural field based methods [24, 29, 35, 37, 44],
these approaches rely on volume rendering, which alpha-
composites multiple samples along the ray, to produce ef-
fective gradient signals for a plausible geometric optimiza-
tion [40]. Unfortunately, for complex large-scale scenes,
this comes at the cost of a dispersed weight distribution and
leads to surface ambiguities, since the informative surface
intersection is compromised with non-informative, multi-
view inconsistent samples, as shown in Fig. 1 (c).

To address the limitations of existing scene representa-
tions, we introduce hash featurized manifold representa-
tion, i.e., an expressive hash-based featurization upon the
surface manifold for high-fidelity cross-scale NVS of real-
world large scenes. Our key insight is to featurize the
2D surface manifold with 3D volumetric hash encoding,
sidestepping the complex surface parametrization to strictly
preserve geometric conformality while leveraging rasteriza-
tion to concentrate the learnable hash entries on multi-view

consistent signals throughout the optimization. Compared
to existing representations based on explicit 3D discretiza-
tion, our hash-based featurization unlocks the dependence
on the discretization resolution by adaptively erasing the
impact of unimportant spatial features on hash entries, and
naturally bypasses any surface parametrizations to circum-
vent the distortions. In turn, by explicitly prioritizing the
sparse manifold instead of densely featurizing a redundant
volume, the expressivity of multi-resolution hash encoding
is substantially incentivized. The reason is that the exten-
sively correlated spatial features receive clean colour gradi-
ents purely from multi-view consistent regions without any
disturbance from inconsistent regions, thus better reasoning
about the optimal capacity for modelling view-invariant re-
flectance components.

Hash featurized manifold can be tightly coupled with
a deferred neural rendering pipeline to simultaneously ad-
vance expressivity and efficiency. To render our represen-
tation, we first obtain a screen-space feature buffer through
rasterization, and then employ an Multi-Layer Perceptrons
(MLPs) based neural shader to reason about the view depen-
dent surface colour. We also introduce two enhancements
tailored for our representation to better express the cross-
scale rich contents: 1) A surface multisampling scheme to
enable a prefiltered featurization, which copes with the un-
structured scale variations and eliminates aliasing by sam-
pling the curved surface; 2) A manifold deformation mech-
anism to implicitly enforce multi-view consistency for a
better tolerance of geometric imperfections on the surface
manifold. Combining the two designs together, our repre-
sentation essentially expresses a deformable frustum near
the surface rather than a single ray-surface intersection, al-
lowing for more flexible descriptions of fine-grained details.

The proposed method significantly outperforms prior
approaches on the challenging GigaNVS benchmark and
the public Tanks&Temples dataset [17]. Remarkably, our
method reduces the average LPIPS relative to the state-
of-the-art by 40% on GigaNVS, pushing the boundary of
in-the-wild cross-scale neural rendering towards unprece-
dented levels of details and realism. In summary, our main
contributions are as follows:

• We propose hash featurized manifold representation that
fully unleashes the expressivity of volumetric hash encod-
ing by rasterizing the surface manifold to explicitly prior-
itize multi-view consistency.

• We present a deferred neural rendering framework to ef-
ficiently decode the representation and propose two tai-
lored designs to better describe cross-scale details.

• We introduce GigaNVS dataset to benchmark cross-
scale, high-resolution NVS of real-world large-scale
scenes, where our method demonstrates significant im-
provements over prior approaches.



2. Related Work
Large-scale Scene NVS. Recent approaches exploit spa-
tial partitioning [13, 35, 37] and geometric priors [20, 23,
29, 39] to better handle large-scale scenes. However, these
works can only represent scenes reasonably at a macro-
scale yet exhibit excessively blurry artifacts when navigat-
ing closer to inspect micro details. Remarkably, BungeeN-
eRF [44] enables multi-scale neural rendering of large
scenes with a progressive optimization scheme to gradually
expand the model and training data. However, it requires an
explicit split of scales among the input images, thus being
limited to remote sensing like scenarios, where the scale can
be readily measured by the flight altitude. By contrast, we
focus on general large-scale scenes and unstructured scale
variations commonly presented in practical perception. We
hold that our task can not be well addressed without modi-
fying the fundamental scene representation.
Large-scale Scene Benchmark. The recent trend of 3D
datasets [19, 22, 26, 44, 47] start to focus on large scenes,
however, the available multi-view images are either synthe-
sized by game engines [19, 22, 26] or re-rendered from re-
constructed mesh [22, 44, 47], drastically deteriorating the
diversity and fidelity of real-world contents. Empowered by
the recent advance of gigapixel-level sensation [41, 49, 50],
the GigaMVS dataset [51] captures real-world large-scale
scenes with ultra-high-resolution imagery. However, the
collected images are shot from a distance, whose amount
is also limited due to the complicated imaging procedure.
To the best of our knowledge, the proposed GigaNVS is
the first real-captured dataset targeting cross-scale, high-
resolution NVS of large-scale scenes.
Representations upon explicit 3D discretization. Thies
et al. [36] incorporate neural textures into traditional mesh
rasterization pipeline and use a CNN-based neural ren-
derer to enable high quality NVS. Another line of ap-
proaches [2, 18, 27, 31, 53] follow a similar pipeline but
use point as the surface primitive and directly featurize the
surface in 3D. Recently, 3D Gaussian Splatting [16] demon-
strates great success in terms of rendering quality and effi-
ciency with a highly flexible point-based representation.
Implicit Volumetric Representations. The exploding neu-
ral representations [3–5, 21, 24, 25, 40, 48] implicitly en-
code scene geometry as the density field [3–5, 24, 25, 34]
or signed distance field [21, 30, 40, 42, 48] and represent
appearance as the radiance field. Notably, iNGP [25] pro-
poses multi-resolution hash encoding, which can concep-
tually represent a dense feature grid at arbitrarily high res-
olution by hashing a fixed-size learnable array. Neuralan-
gelo [21] further extends this with a coarse-to-fine control
of the hash grid and demonstrates impressive neural surface
reconstruction quality. However, existing volumetric neural
fields can not generalize well to large-scale scenarios due to
the inherent surface ambiguities.

3. Methodology
In this section, we introduce hash featurized manifold, aim-
ing at high-fidelity cross-scale NVS of real-world large-
scale scenes. Given a set of posed multi-view images
{Ik} and a mesh S reconstructed using off-the-shelf MVS
techniques, we conduct an expressive and distortion-free
surface-based featurization with multi-resolution hash en-
coding. We then propose a rasterization pipeline and a neu-
ral shader tailored to the novel featurization for efficient,
robust and high quality rendering.

In the following, we first review the basic building blocks
of our method (Sec. 3.1), then formulate our representation
(Sec. 3.2) and introduce several specific designs (Sec. 3.3)
to further enhance the rendering quality.

3.1. Preliminaries

Deferred Neural Rendering. Approaches like [2, 16, 18,
23, 27, 31, 36, 39, 45, 53] exploit various featurizations
upon the explicit 3D discretization of the scene (typically
an imperfect MVS reconstruction), and seamlessly incorpo-
rate graphics rasterization pipeline to enable photo-realistic
neural rendering.

Given an explicit surface proxy S in the form of the tri-
angle mesh or point cloud, these methods augment S with
UV-based featurization Fuv : R2 7→ RZ or 3D-surface-
based featurization Fs : R3 7→ RZ , where learnable Z-
dimensional feature descriptors are assigned to each surface
primitive, which can be the UV texel [23, 36, 39], mesh
vertex [45], 3D point [2, 18, 27, 31, 53], or Gaussian [16].
Taking 3D-surface-based methods [2, 16, 18, 27, 31, 45, 53]
as an example, given a target camera pose for rendering,
the rasterizer Rs assigns each pixel a 3D point xs ∈ S at
which the ray traced from the pixel intersects with S, and
then efficiently samples the corresponding feature Fs(xs).
This essentially results in a screen-space feature buffer
Rs({Fs(xs)}) ∈ RH×W×Z . Finally, a decoder M is uti-
lized to interpret the feature buffer to synthesize the final
RGB rendering I ∈ RH×W×3, which can be parametrized
as CNNs [2, 27, 31, 53], MLPs [18], or spherical harmonic
(SH) composition [16], optionally taking as input the view
direction map {di} ∈ RH×W×3. Putting pieces together,
the deferred neural rendering framework can be formulated
as:

I = M(Rs({Fs(xs)}), {di}). (1)

Multi-resolution Hash Encoding. State-of-the-art neural
field based methods [5, 21, 25, 30, 42] leverage a hybrid rep-
resentation, i.e., a combination of hash encoding [25] and a
shallow MLP-based decoder, to efficiently reconstruct the
geometry and appearance.

In practice, hash encoding is conducted in a multi-
resolution manner to effectively handle the collision. Let
V be the continuous volume to be featurized, we denote by



Figure 2. Illustration of different featurizations. The curved triangle represents a micro surface patch in 3D with rich texture details, which
can be reflected by the close-up imagery of a real-world large scene. Let the bold purple dot represent the target pixel colour c, and we
denote by the black arrow d the view direction of the camera ray. (a) UV-based featurizations [23, 36, 39] tend to disorganize the feature
distribution due to distortions [8, 14, 28] in surface parametrization ψ. (b) Existing 3D-surface-based featurizations [2, 16, 18, 27, 31,
45, 53] fail to express the sub-primitive-scale intricate details given the limited discretization resolution. (c) Volumetric featurizations [5,
21, 25, 30, 42] inevitably yield a dispersed weight distribution during volume rendering, where many multi-view inconsistent yet highly
weighted samples ambiguate surface colour and deteriorate surface features with inconsistent colour gradient. (d) Our method leverages
hash encoding to unlock the dependence of featuremetric resolution on discretization resolution, and utilizes rasterization to fully unleash
the expressivity of volumetric hash encoding by propagating clean and multi-view consistent signals to surface features.

FH,(ℓ)
v : R3 7→ RZ the ℓ-th level volumetric hash encod-

ing, which conceptually expresses a dense 3D feature grid
by hashing a learnable array H ∈ RZ of fixed length Nh.
Given a 3D point x ∈ V , the corresponding hash feature
FH,(ℓ)

v (x) ∈ RZ is queried by tri-linearly interpolating the
hash entries at the vertices of the grid cell encompassing
x. The hash features across all resolutions are concate-
nated as: FH

v (x) =
{
FH,(ℓ)

v (x)
∣∣L
ℓ=1

}
∈ RLZ , which is

then passed to the light-weight decoder to reason about the
implicit field.

3.2. Hash Featurized Manifold

Despite the notable advancements, existing scene represen-
tations become problematic in capturing the cross-scale, in-
the-wild richness of large-scale scenes. In the following,
we start by identifying several critical limitations of exist-
ing representations, which are illustrated in Fig. 2 for better
intuitions.

For UV-based methods (Fig. 2 (a)), the severely distorted
parametrization, which is commonly encountered in large-
scale scenarios with highly complicated shapes, essentially
leads to a disorganized feature distribution on the 3D sur-
face S without preserving the conformality, thus leading to
stretched and blurry artifacts at local details. On the other
hand, as shown in Fig. 2 (b), existing representations based
on explicit 3D discretization only assign a single feature de-
scriptor to each surface primitive, thus failing to faithfully
describe the intricate details within the surface primitive
(e.g., the elliptic gaussians shaded in purple). For implicit
volumetric representations (Fig. 2 (c)), the weight distribu-
tion of volume rendering is scattered throughout the opti-
mization, i.e., there exist many multi-view inconsistent yet
highly weighted samples (e.g., the red and blue dots) that

contaminate the supervision of surface colour and mislead
the adaptations of surface features by propagating inaccu-
rate colour gradient.

To address the above limitations, we propose a novel
scene representation, namely hash featurized manifold,
aiming for the exploration of a more expressive surface-
based featurization leveraging multi-resolution hash encod-
ing and deferred neural rendering.

We now give the detailed description of our design. Sim-
ilar to existing neural representations based on explicit 3D
discretization, we first reconstruct a mesh using off-the-
shelf MVS techniques to serve as a 3D surface proxy of
the scene. Then, we compute the bounding volume V of
the mesh S and featurize it with volumetric multi-resolution
hash encoding FH,(ℓ)

v : R3 7→ RZ , which gives us a hash
featurized volume {FH,(ℓ)

v (x)}x∈V . Throughout the opti-
mization, we leverage the mesh rasterizer Rs to calculate
the 3D surface intersection xs for each pixel and query the
multi-resolution hash feature FH,(ℓ)

v (·) ∈ RZ only at the
surface intersections xs ∈ S instead of in the redundant vol-
ume x ∈ V . With the explicit guidance of S, the learnable
hash table H ∈ RZ is forced to prioritize multi-view consis-
tent surface regions {x ∈ S|x ∈ V} with the most impor-
tant fine scale features, inherently turning the redundant vol-
umetric featurization into an expressive surface-based fea-
turization:

{FH,(ℓ)
v (x)}x∈V 7→ {FH,(ℓ)

s (xs)}xs∈S . (2)

Compared to vanilla hash-based volumetric featurization
FH,(ℓ)

v (Fig. 2 (c)), our featurization FH,(ℓ)
s (Fig. 2 (d))

samples a single surface intersection along the pixel ray,
eliminating the surface colour ambiguity. Moreover, our



Figure 3. An overview of the hash featurized manifold representation and our neural rendering framework. (a) We first reconstruct the
scene as a mesh using MVS and featurize the surface manifold with volumetric multi-resolution hash encoding. (b) We then rasterize the
featurized manifold into screen space and (c) optionally perform surface multisampling and manifold deformation to express a deformable
frustum for a better representation of the cross-scale details. (d) An MLP-based neural shader decodes the rasterized feature buffer and
account for the view dependent colour. Remarkably, we leverage rasterization to concentrate the featurization on multi-view consistency
throughout the optimization, inherently converting the redundant volumetric featurization into an expressive surface-based featurization.

representation essentially concentrates on multi-view con-
sistent surface and propagates clean, accurate gradient sig-
nals to surface features throughout the optimization, thus
boosting the expressivity of multi-resolution hash encoding
to faithfully describe the surface colour. Different from ex-
isting 3D-surface-based featurizations Fs (Fig. 2 (b)), our
featurization utilizes surface-aware hash encoding to effec-
tively capture the sub-primitive-scale details regardless of
the discretization resolution, demonstrating superior scala-
bility towards large-scale scenes and cross-scale contents.
In addition, our method allocates hash features on regular
3D voxel grids without relying on surface parametrizations,
circumventing the distortion issues in UV-based featuriza-
tions Fuv (Fig. 2 (a)).

An overview of our deferred neural rendering pipeline is
illustrated in Fig. 3. Let FH

s (xs) =
{
FH,(ℓ)

s (xs)
∣∣L
ℓ=1

}
∈

RLZ be the concatenation of hash features across all encod-
ing resolutions, and given a target camera pose, we start by
rasterizing the hash featurized manifold into screen space
to create a hash-based feature buffer Rs({FH

s (xs)}) ∈
RH×W×LZ . To enable realistic NVS, we use a light-weight
MLP-based decoder M : RLZ × R3 7→ R3 to compute the
view-dependent colour, taking as inputs the resulting hash
features and the view direction map {di}. The proposed
neural rendering pipeline is therefore defined as:

I = M(Rs({FH
s (xs)}), {di}). (3)

3.3. Enhancing Manifold Featurization

We have formulated the hash featurized manifold represen-
tation in Sec. 3.2 and this already delivers state-of-the-art
NVS quality on challenging cross-scale scenarios. In this
section, we further introduce two enhancements tailored for
our representation, namely surface multisampling and man-
ifold deformation, to better represent cross-scale details.

Surface Multisampling. Given the cross-scale, in-the-wild
observations of a general large scene, casting a single ray
per pixel neglects the unstructured scale variations and leads
to blur or aliasing artifacts, due to the discrepancies in pixel
colour when observing a surface point across varying dis-
tances or resolutions. To this end, we introduce a multisam-
pling scheme for our surface-based featurization. Inspired
by [5, 12, 38], we cast multiple rays per pixel to obtain a
set of surface intersections {x(j)

s }γ
2

j=1. To do so, we ras-
terize a γH × γW image, where each pixel in the original
H×W image is super-sampled with a grid of γ2 pixels. We
then aggregate the information of the multiple surface inter-
sections by individually querying the multi-resolution hash
feature for each sample and pooling them with the mean
operation:

FH
s (xs) =

γ2∑
j=1

FH
s (x(j)

s )/γ2. (4)

Manifold Deformation. Since our method directly featur-
izes a mesh, any geometric imperfections on the mesh will
hinder the expressivity on local details. Similar to [39], we
propose to further strengthen the multi-view consistency by
a latent-space deformation ξ : RLZ × R3 7→ RLZ . Specif-
ically, we first featurize the surface using another hash en-
coding FD

s (·) with learnable hash table D. Then, a tiny
MLP ξ takes as inputs the new hash features and the view
direction vector d ∈ R3 to deform the initial surface in
high-dimensional feature space:

FH′

s (x(j)
s ) = FH

s (x(j)
s ) + ξ

(
FD

s (x(j)
s ),d

)
. (5)

As shown in Fig. 3 (b), equipped with surface multisam-
pling and manifold deformation, our hash featurized man-
ifold essentially represents a deformable frustum near the
initial surface, making it more robust to handle scale varia-
tions and more flexible at capturing micro-scale details.



Figure 4. Illustration of the real-captured, unstructured, cross-scale imagery in our GigaNVS dataset. We collect high quality multi-view
images at varying distances ranging from 5m to 103m.

4. Experiments

Baselines. We compare our method against explicit sur-
face based representations [16, 39] and implicit volumetric
representations [21, 25] with the same MVS mesh as addi-
tional overhead. For 3DGS [16], we initialize a dense set of
gaussians on the mesh vertices and maintain as many gaus-
sians as possible to make full use of the memory. For Zip-
NeRF [5] and iNGP [25], we render the mesh into per-view
depth map and supervise the volume-rendered depth similar
to [7]. For Neuralangelo [21], we directly supervise the 3D
zero-level set by the mesh vertices as done in [9]. The hash
encoding parameters in [5, 21, 25] are set the same as ours.
The implementation details can be found in the supplement.

4.1. GigaNVS Dataset

We introduce a novel dataset, namely GigaNVS, to evalu-
ate our method and the baselines on the challenging task,
i.e. cross-scale NVS of real-world large-scale scenes. This
dataset contains 7 scenes of areas ranging from 1.3×104m2

to 3× 106m2. For each scene, we collect thousands of high
resolution (5K or 8K) multi-view images at multiple vary-
ing distances (5m ∼ 103m) using both aerial and ground
photography. The camera poses are calculated by Agisoft
Metashape [1] with subpixel-level reprojection errors. We
refer readers to the supplement for more details.

An overview of our dataset is illustrated in Fig. 4 and
a comparison to existing real-world multi-view datasets is
listed in Table 1. To the best of our knowledge, GigaNVS
is the first dataset characterized by gigantic scene scale and
real-captured, cross-scale, high-resolution multi-view data.
It fully exposes the scalability issues of state-of-the-art NVS
algorithms, as verified in Sec. 4.2, and conveys unprece-
dentedly rich contents of real-world large scenes, which are
rarely valued in existing datasets.

Datasets #Scenes #Images Area (m2) Resol. Cross-scale
Tanks&Temples [17] 21 ∼ 400 ∼ 102 2K ×

ETH3D [33] 25 ∼ 40 ∼ 102 6K ×
GigaMVS [51] 13 ∼ 300 ∼ 104 19K ×

MipNeRF360 [4] 7 ∼ 200 ∼ 101 3K/5K ×
GigaNVS (Ours) 7 ∼ 7000 ∼ 106 5K/8K ✓

Table 1. Comparison of real-world multi-view datasets, where
#Images and Area denote the mean values across all scenes.

4.2. Comparative Results

Benchmark on GigaNVS Dataset†. In Table 2 we report
mean PSNR, SSIM [43], and LPIPS [52] metrics across the
test views in GigaNVS dataset. Our method outperforms
all state-of-the-art neural rendering methods by a large mar-
gin, and remarkably, achieves a 40% reduction in LPIPS rel-
ative to the second best method, ZipNeRF [5], demonstrat-
ing the significantly better perceptual fidelity of our method.
The qualitative comparisons are shown in Fig. 5. Note that
Meta representation [39] often produces blur and stretched
artifacts due to the distortions of the UV-based featurization.
3DGS [16] delivers realistic rendering only at a global scale
yet fails to capture the intricate details in close-ups. Im-
plicit volumetric representations [5, 21, 25] suffer from sur-
face ambiguities and struggle to handle complex large-scale
structures even with geometric supervision, resulting in ex-
cessive blurries. By contrast, our method fully exploits the
richness of the original imagery, enabling highly detailed
NVS that is nearly indistinguishable from the ground truth.
Benchmark on Tanks&Temples Dataset. We compare
against the state-of-the-arts on seven scenes from the
Tanks&Temples dataset [17], and we report the mean met-
rics across all selected scenes in Table 3. As observed, our

†Since the baselines can not directly consume high resolution (5K/8K)
inputs due to memory issues, we perform fair comparisons using down-
sampled images (1K) throughout the experiments. Please refer to the sup-
plement for the high-resolution rendering of our method.



(a) Meta Representation [39] (b) 3D Gaussian Splatting [16] (c) ZipNeRF [5] (d) Ours (e) Ground Truth Image

Figure 5. Novel view synthesis results on the GigaNVS dataset. Compared to [5, 16, 39], our method robustly synthesizes realistic colour
and intricate details, preserving approximately the input-level resolution. Please zoom-in to see the details.



Scene Meta Representation [39] 3DGS [16] Neuralangelo [21] ZipNeRF [5] Ours
PSNR ↑ SSIM ↑ LPIPS↓ PSNR ↑ SSIM ↑ LPIPS↓ PSNR ↑ SSIM ↑ LPIPS↓ PSNR ↑ SSIM ↑ LPIPS↓ PSNR ↑ SSIM ↑ LPIPS↓

TW-Pavilion (Day) 20.63 0.668 0.220 21.52 0.752 0.225 18.31 0.553 0.394 21.26 0.691 0.260 23.02 0.786 0.113
TW-Pavilion (Night) 23.82 0.750 0.235 24.38 0.816 0.199 21.73 0.671 0.374 24.59 0.800 0.198 25.55 0.845 0.120

Lanes & Alleys 19.39 0.734 0.188 20.30 0.787 0.222 18.10 0.633 0.321 20.39 0.796 0.169 20.41 0.814 0.110
The Great Wall (T3) 16.94 0.458 0.439 18.11 0.642 0.389 14.25 0.196 0.731 18.19 0.651 0.325 18.23 0.685 0.211
The Great Wall (T2) 19.86 0.701 0.226 19.91 0.709 0.314 19.01 0.635 0.319 18.99 0.780 0.202 21.03 0.806 0.131
The Five Old Peaks 18.98 0.614 0.330 18.79 0.750 0.272 16.65 0.417 0.555 19.93 0.741 0.251 20.05 0.774 0.146

Sandie Spring 16.64 0.546 0.409 17.25 0.670 0.380 13.98 0.264 0.678 17.32 0.679 0.298 17.61 0.724 0.206
Mean 19.47 0.639 0.292 20.04 0.732 0.286 17.43 0.481 0.482 20.09 0.734 0.243 20.84 0.776 0.148

Table 2. Quantitative comparisons on the GigaNVS dataset. Our method outperforms state-of-the-art approaches on all evaluation metrics.

method also demonstrates superiority on small-scale scenes
from the public benchmark. Please refer to the supplement
for more detailed metrics reporting and visual comparisons.

Methods PSNR↑ SSIM↑ LPIPS↓
Meta Representation [39] 28.32 0.892 0.119

3DGS [16] 28.62 0.903 0.123
Neuralangelo [21] 27.41 0.898 0.114

iNGP [25] 28.67 0.905 0.110
Ours 29.66 0.914 0.079

Table 3. Quantitative evaluations on the Tanks&Temples dataset.

Methods PSNR↑ SSIM↑ LPIPS↓
w/o Deformation 22.77 0.775 0.131

w/o Multisampling 22.24 0.752 0.140
Full Implementation 23.02 0.786 0.113

Table 4. Ablation on featurization enhancements.

Method #Primitives PSNR↑ SSIM↑ LPIPS↓
Ours 10M 23.02 0.786 0.113
Ours 1M 22.84 0.782 0.114

3DGS [16] 3M 21.52 0.752 0.225

Table 5. Ablation on mesh resolution.

Methods Time GPU Mem.Optimization Rendering
Meta Representation [39] 35 h 0.34 s 20 GB

3DGS [16] 1 h 0.01 s 18 GB
ZipNeRF [5] 8.3 h 14.3 s 19 GB

Neuralangelo [21] 13 h 32.2 s 19 GB
iNGP [25] 0.8 h 1.19 s 8 GB

Ours 6.5 h 0.08 s 15 GB

Table 6. Comparison of time and memory cost.

Ablations on Featurization Enhancements. We ablate the
surface multisampling and manifold deformation module in
our pipeline using the TW-Pavilion (Day) scene. As shown
in Table 4, both designs improve the rendering quality.
Ablations on Mesh Resolution. In Table 5, we demon-
strate the robustness of our method w.r.t. the mesh resolu-
tion, where mesh decimation [11] is used to obtain the mesh
with desired face counts. Notably, our method achieves less
than 1% of differences in all metrics when down-samping
the mesh by 90%, indicating the effectiveness of our featur-
ization without heavy reliance on the 3D discretization reso-

lution. Our representation with 1 million triangle faces sig-
nificantly outperforms the state-of-the-art 3DGS [16] with 3
million gaussians. Metrics are reported on the TW-Pavilion
(Day) scene, and we refer readers to the supplement for
more ablations on other scenes.
Efficiency. We compare the time and memory cost of
the competing methods in Table 6, using the TW-Pavilion
(Day) scene. The rendering time and GPU memory cost
are measured by synthesizing an image of 989×1320 reso-
lution. Our method is significantly faster than volume ren-
dering based methods [5, 21, 25] due to the rasterization
pipeline. Compared to [39], our method also shows supe-
rior efficiency by using a light-weight neural shader. Note
that 3DGS [16] demonstrates the highest time efficiency
leveraging the splatting and SH-based calculations, whereas
iNGP [25] and ours are more efficient in memory by incor-
porating compact neural components.

5. Conclusion

We introduce hash featurized manifold, a novel represen-
tation for high-fidelity cross-scale neural rendering of real-
world large-scale scenes. The core is an expressive surface-
based featurization constructed by guiding the volumetric
hash encoding with the rasterization of a surface manifold.
Our representation fully unlocks the expressivity of multi-
resolution hash encoding by skipping the redundant space
and concentrating on multi-view consistent colour gradi-
ent. We also propose a novel GigaNVS dataset consist-
ing of seven real-world large scenes to benchmark cross-
scale, high-resolution novel view synthesis. Extensive ex-
periments demonstrate that our method achieves unparal-
leled levels of realism by effectively reflecting both macro-
scale and micro-scale scene contents.
Limitation & Future Work Although showing robustness
to the mesh resolution, our method currently can not handle
the incompleteness and occlusions caused by the incorrect
geometry. Our future work is to exploit differentiable ren-
dering for more flexible control of the geometry.
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